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Abstract: We conducted a functional simulation of the system for form-
ing a three-dimensional image in volumetric 3D displays using data-flow 
diagrams. Major parameters of two- and three-dimensional images af-
fecting the quality of 3D images and scenes generated by volumetric 
displays were recognized. Interrelations of the variables and parameter 
impacts were described. Evaluation scales of image perception param-
eters were introduced, and weighting factors for the parameters respon-
sible for image volume perception were identified.

Keywords: 3D display, 3D image, monocular cues, optical system, data-
flow diagram, weighting factors.

Introduction
Majority of information is perceived by humans visually, which is due 
to their physiological capabilities. That is why, currently, we observe 
a trend towards increased attention to, along with attractiveness and 
informational content of, the graphic design. Among the factors, af-
fecting these criteria, one of the most important represents the ability 
to visualize an image in a three-dimensional rather than flat format. 
Such manner of displaying graphical information includes the possi-
bility to observe an object from multiple vantage points, which makes 
it more informative for the observer and catches an attention of the 
latter. Hence, it can be concluded that 3D imaging technologies are 
currently in high demand.

Among the playback devices, it is necessary to highlight a volumetric 
display [1-3]. It creates images via three-dimensional pixels, herein-
after called voxels.

In order to select the optimal method of constructing a 3D image, 
it is necessary to solve the problem of describing the relationship, 
providing required quality of the output volumetric image, depend-
ing on selected input image variables, along with a possible exter-
nal impact. The resulting solution is the proposed version of device 
configuration, as well as necessary values of the variables required 
for the input image, and quantitative parameters of the output vol-
umetric image.

To implement the process of converting input information into out-
put information, various modifications of displays selected from 
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previously developed original model series, were 
chosen. Versions of devices were determined from 
the analysis of their statistical demand among the 
users [4].

Study Goal and Objectives
The goal of our study was evaluating the aspects and 
parameters affecting the perception of a 3D image 
by an individual. To achieve this goal, the following 
objectives had to be completed:

1. To simulate the process of forming a resulting im-
age based on an analysis of the data stream in order 
to detect multiple parameters:

a) Two-dimensional image;

b) Three-dimensional image or scene;

2. To classify the parameters by group-associated 
features;

3. To define relationships between the parameters;

4. To evaluate a magnitude of a generated image 
effect on its quality.

Materials and Methods
The display of the first type was installed on the 
screen of the portable playback device (Figure 1). In 
order to form a 3D output image, it was necessary to 
prepare an input image split into n scenes located on 
the screen. Each frame was refracted on projection 
faces made of translucent material located at 45 de-
grees relative to the reference image. The resulting 
images on each layer were imaginary. They were 
‘suspended’ in the air, which created a 3D effect.

The second type of displays was also designed for 
the screens of mobile and stationary image playback 
devices, but represented an array of flat-out lenses 
(lenticular lens) in increments of 10 to 40 lenses per 
inch (LPI) (Figure 2). The display had upper and side 
mounts for fixing the item on PC or TV screen.

To avoid observing the dispersion effect, a rear-pro-
jection film was applied to the rear surface. The 
playback footage involved a set of frames combined 
by interlacing [5].

The third type of display (Figures 3) included the 
following:

a) Display screen aimed at forming the input image, 
which was divided into four sections, correspond-
ing to the viewing angles, i.e. right, left, front and 
rear views. The original 3D object on the screen was 
presented in the format of four projections of the 
main views, each of which, in its turn, was divided 
into 10 frames with a nine degree step. The resulting 

Figure 1. Display of the first type

Figure 2. Display of the second type

Figure 3. Display of the third type
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images were aligned into the original (input) image 
by interlacing;

b) A parallax barrier from a 20-LPI lenticular surface 
was divided into four equal trapezoids representing 
four types of the input image. At an azimuth viewing 
angle, the bands of one particular image were falling 
into the focus of the lens, increasing its pixels and 
covering other views;

c) A translucent screen made of a rear-projection 
film for filtering the portions of visible light between 
the screen and lenticular lens;

d) Reflected from the mirror surface, the images 
were transferred to a horizontal plane and over-
lapped at a single point, represented by a plexiglass 
pyramid truncated to the top, located at an angle of 
45 degrees to the light source.

The fourth type of display (Figure 4) was based on 
rotation of an opaque through-hole cylinder around 
the axis of the device at a speed of 1200–1500 RPM. 
The holes were covered with transparent material. 
Inside the cylinder, there was a translucent through 
lenticular plane, on which the image was projected. 
On the front side of the device, there was a multi-
screen panel, which constituted a part of a polyhe-
dral prism. The panel was covered with a rear-pro-
jection film to implement the original image output 
process. Scene views at different angles were gener-
ated on all faces of a multi-screen panel via an array 
of light sources. Using two optical system modules, 
the formed light beam was passing through the axis 

of the device, and then was reflected from the mirror 
surface with a spray-on coating. After that, the light 
beam was reaching the screen, on which the result-
ing 3D image was formed.

The fifth type of display [6-7] (Figure 5) was com-
prised of:

a) A light source – the display screen of the monitor, 
on which an initial frame was projected;

b) Twelve trapezoid mirrors with a spray-on coat-
ing, forming a mirror polyhedron for image transfer 
into a vertical plane [8];

c) Array of lenses magnifying and focusing the im-
age [9];

d) Output diaphragm cutting off side frames and 
excessive light from the image source;

e) A Fresnel lens of the output block, which created 
an enlarged imaginary image and constituted the 
output projection plane of the system [10].

Results: Identifying the Parameters 
of Volumetric Displays
Let us consider the process of forming a 3D image 
on volumetric displays [11] of the proposed model 
series shown on a data-flow diagram depicted in 
Figure 6. In general, the process involves:

a) The user who selects required 3D image for 
demonstration;

Figure 4. Display of the fourth type Figure 5. Display of the fifth type
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b) Volumetric display that imposes restrictions on 
the output image quality on the basis of the user’s 
query.

In order to operate, the device needs to obtain a file 
to form an output image for further processing by 
the computer optical system.

Let us review the level 0 data-flow diagram, in partic-
ular, let us consider the relationships within the block 

‘Forming and demonstrating 3D image’ (Figures 6 
and 7). The most important process for identifying 
image parameters is the ‘Computer image process-
ing’ block, which receives three-dimensional graphic 
information. Changing input image parameter values 
directly affects the resulting volume perception effect. 
Limitations introduced into computer processing pro-
cedure are related to the technical characteristics of the 
volumetric display design, and impact the final quali-
tative and quantitative outputs of the projected image.

User

Forming 
and demonstrating 

3D image
3D Display

Volumetric image

Desired image selection
Query for output 
image quality 
requirements

Query 
for a source 
image file

Figure 6. Data-flow diagram (DFD), level 0
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quality image

Graphic information 
presented 
in 3D format

Selected 
3D image file

Figure 7. Data-flow diagram (DFD), level 1



VOLUME 1 | NUMBER 2 | JULY 2020

77

Further decomposition of the data-flow diagram to 
the level 2 (Figure 8) enhances our understanding 
of the stages related to the primary and secondary 
processing of graphic information. In the course 
of these processes, the parameters, affecting the 
quality of the output image, are being changed. After 
opening the file containing original graphic infor-
mation, or prior to initiating the telecommunication 
process, the user sets the quantitative parameters 
of the reference image and can also change them 
during the operation of a volumetric display. The 
range of changes, however, is limited by the capa-
bilities of the technical solution. After the primary 
processing, the resulting image of preset quality 
is converted into a two-dimensional image. Object 
storyboard is implemented by separation into views 
or scenes with different depth levels. An array of 
frames depicting the object is implemented by sepa-
ration into angles, or scenes, with different levels of 
depth. The obtained set of images is combined into 
a single file and undergoes secondary processing, 

while taking into account limitations and prefer-
ences imposed by the volumetric display, its optical 
system, user, PC and environment [12-13].

After decomposing the block ‘Applying input quality 
parameters’ (Figure 9), it is possible to identify the 
variables characteristic for input volumetric images.

Criteria for Monocular Cues 
of 3D Image Perception
Source variables describing 3D scenes or objects can 
change qualitatively during the output generation 
process. Such characteristics define a set of criteria 
for the perception of a three-dimensional image by 
a person, i.e., the image depth.

They can be divided into monocular (Table 1) and 
binocular (Table 2).

Monocular cues are not quantitative; their 
presence is taken into account while creating 

Applying parameters 
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image quality
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input quality 
parameters

Opening 
the file

Frames 
of a 3D object 
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Combining frames 
into a single file

Graphic 
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image

Query 
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3D required 
quality 
object

Group of files 
with images 
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2D graphic information 
with angles of a 3D object

2D required 
quality image

Query for output 
image quality 
requirements

Figure 8. Data-flow diagram (DFD), level 2
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initial volumetric scenes or objects and is aimed at 
strengthening perception of a volume effect. Their 
main feature is that objects coming into view can 
be perceived by a single eye. Among such cues, we 
should mention the following:

 Relative sizes of objects. Objects placed on an im-
age may have sizes different from actual, creating 
a scene depth effect. This characteristic varies de-
pending on the location of an observer relative to an 
object. The closer the observer is to the object, the 
larger the object is perceived in its dimensions [14];

 Texture gradient that consists of elements, form-
ing microstructural pattern [15], and depends on 
the distance between an object and an observer. 
Proportional to the observer’s distance from the 
object, size, shape and pattern of the texture el-
ements decreases, i.e. the detail of the image and 
the clarity of its texture deteriorates with dis-
tance [16];

 Relative arrangement (image occlusion effect) is 
described by the process, when a closer located ob-
ject partially obscures a more distant one [17];

 Linear perspective: objects decrease in size pro-
portionally to their distance from the foreground, 
i.e. even parallel lines are depicted converging closer 
to the horizon. For observation, it is necessary to 
maintain a fixed vantage point, which would allow 
observing a single convergence point on the horizon 
line [18];

 Aerial perspective is defined by loss of image clari-
ty, its outline sharpness. It is formed due to increase 
in defocusing when forming background objects. 
Aerial perspective has an effect on saturation, so 
distant objects appear lighter than a foreground [19];

 Motion parallax includes cues relating to percep-
tion of the relative movements. As the observer’s 
visual analyzer shifts when the entire body moves 
along with the head, or else when the head turns, 
then movements in the vision organ occur. That is 
why the projections of the objects, located closer 
to the observer, on the retina shift faster than the 
projections of more distant objects [20].

Variable Image Attributes
While decomposing the block ‘Applying output im-
age quality parameters’ (Figure 10), it is possible to 
identify parameters varying during the processing 
of input mages, and characteristics varying in the 
course of forming the images for projection of a vol-
umetric image at the output of the device.

The quantitative characteristics of images depend on 
the electronic components of the system, in particular 
on the devices for forming source (input) images: dis-
plays, projectors and graphics cards. In the diagram, 
the constraints are referred to as ‘Query for output im-
age quality requirements’. Data defining the variation 
range come from the source image forming elements.

The quality of the generated 3D image depends upon 
the following:

Scale: N – nominal, S – serial

TABLE 1.  
Monocular cues of volume perception

Key parameters  Cues Short description Range / possible values

Monocular 
cues of volume 
perception

Motion parallax Object movement relative to a viewer 
is perceived N

Aerial perspective Objects at a distance look indistinct N

Shadows Presence of shadows on the object N

Linear perspective The perspective is observed N

Occlusion (interposition) Blocking the sight of objects by other 
objects N

Object rotation Presence of rotation N

Relativity of the sizes Closer object appears larger Large differences, noticeable differences, 
small differences S

Texture gradient Larger texture is seen in closer objects Pronounced texture, some texture, none S
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TABLE 2.  
Variable Image Perception Attributes

Parameters Attributes / dependence Unit of measurement Description Range / possible values / 
scale

Volumetric Image Area Size Width × Height × Depth mm3 The size of the formed 
image Few cm to several meters

Viewing angle Sagittal and azimuth 
viewing angles Degrees

Maximum angle, at which 
the image quality does not 

change significantly
110-360°

3D resolution
Virtual or real object 

(on which the image is 
generated)

Voxels Number of voxels per unit 
area

Range is limited by actual 
object size or monitor 

resolution

2D resolution Aspect ratio (format) 
(e.g. 16:9, 5:4) PPI

Number of points 
describing the image per 

unit area

from 320 × 240 
to 8192 × 4320

Lineature Lens viewing angle 
and direction LPI

Number of lenses per line 
or row (depending on lens 

direction) 
10-200

Luminance

Backlight uniformity 
(uniform, or decreasing 

from the center 
to the edges)

cd/m2 (candela per square 
meter)

Ratio of the light intensity, 
emitted by the surface, to 

the area of its projection on 
the plane perpendicular to 

the observation axis 

1...1500

Contrast Sensitivity of eyes Dimensionless (coefficient)

The ratio of the luminance 
values or the lightest to 

darkest points on the 
image

40:1...
...1000:1

Color depth

Colors used to obtain other 
colors:

Binary RGB
HighColor
TrueColor
DeepColor

Bits
Number of bits used to 
generate and store the 

colors
8, 16, 32

Sharpness and blurriness
Visual acuity, observation 

distance, optical 
components

Nominal unit

Reproducibility of small 
details and the minimum 
distance between them, 
ensuring that they are 

perceived as separate in 
the image 

N

Array of frames frequency 
of change

Maximum hertz (Hz) 
number supported 

by the device
Frames per second (FPS)

Number of frames 
per unit time

16–60

Speed of generation 
(movement)

Human ability to perceive 
information at a certain 

rate (human factor)
Dimensionless (coefficient) 0,25–5

 Possibilities of their implementation by available 
technical means of information output;

 Variation ranges of the variables;

 Values assigned by the user during the setting of 
input image quality variables (Figure 9).

Table 2 presents the list of the variables describing 
graphical information.

Assessment of these variables allows determining 
the quality of the input frame and also places lim-
itations on the variable attributes of the images. 
Thus, they can be adjusted in their ranges so that 

ELECTRONICS
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the nominal values of the quality indicators were 
maintained:

 Contrast and/or luminance are directly propor-
tional to the shadow effect. Excessive values of 
these variable indicators will light up the frame, 
reducing the visibility of shadows, which would 
reduce the volumetric effect. If their values, on the 
contrary, are not high enough, areas of the image 
will darkened, reducing the visibility of the shad-
ows, or making them completely invisible, which 
would also have a negative impact on the quality 
of the 3D scene.

 Motion parallax and object rotation depend direct-
ly on the frequency of changing the array of frames. 
At FPS (frames per second) < 25, there is a sharp 
change of frame and position at the moment of its 
rotation or at change of a viewing angle. At such low 
FPS values, motion parallax would appear somewhat 
‘spasmodic’ for the observer, which would nega-
tively affect the integrity of the scene and quality of 
3D information.

 Sharpness and blurriness influence the change in 
quality of a texture gradient. Increased sharpness 
includes a more detailed pattern of the surface 
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system

Setting a 3D object / 
scene resolution 
in pixels per inch

Light 
source

Setting 
the brightness, 

luminosity 
and contrast 

of a 3D object / 
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Setting 
the sharpness 
and blurriness 

of a 3D 
object and its 

boundaries

Stretching 
or cropping 

a 3D object / 
scene

Illuminance 
sensor

Quantitative parameters 
of the input image

Source 
image 
file

Available 
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of external 
lighting

3D required 
quality object3D 
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quality 
object

3D 
required 
quality 
object

3D required 
quality 
object

Image 
zoom 
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Spherical 
abberation 
readings

Query for 
output image 
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Figure 9. Data-flow diagram (DFD), level 3 (Volumetric image quality parameters)
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texture in a 3D object. This can be achieved by in-
creasing the resolution as well as the difference 
in color balance and contrast between the pixels 
in charge of the texture. However, blurriness al-
lows smoothing the texture gradient, especially 
while creating volumetric scenes, when the viewer 
sees an item against the background. For the ob-
server, the sharpness of the object’s boundaries 
is blurred, and the color balance and contrast are 
averaged between the pixels in charge of the ob-
ject’s texture.

 Screen resolution affects such characteristics as 
lineature (LPI), number of frames (k) when using 
lenticular surface. The linear dimensions of the 
screen are inversely proportional to these variables.  
PPI (pixels per inch) should be used to estimate the 
imposed constraints: PPI = LPI × k.

Optical Characteristics
They include convergence and binocular disparity. 
These are binocular properties based on the optical 
principles of human vision. Both characteristics can 
vary under changing configuration of the optical 
display system.

1. Binocular convergence characterizes the contrac-
tions of an eye muscles responsible for the curvature 
of the lens, as well as the eyeball shape and conver-
gence angle of the eye visual axes. The value of conver-
gence varies due to the fact that, during perception of 
approaching objects, moving towards the center, eye 
muscles experience increased tension, while during 
the perception of remote objects, eyes relax [21];

2. Normal binocular disparity determines the magni-
tude of deviation of two point light sources, projected 
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Figure 10. Data-flow diagram (DFD), level 3 (Applying output image quality parameters)
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TABLE 4.  
Adjacency Matrix of Inter-parameter Relationships Affecting Generated 3D Image Quality
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Relativity of the sizes 0 1 0 0 1 1 0 1 1 0 0 1 1 1 0 0 0 0 0

2D resolution 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Motion parallax 1 1 0 1 1 1 1 1 1 0 0 1 1 1 1 0 0 0 1

Object rotation 1 1 0 0 1 1 1 1 1 0 0 1 1 1 1 0 0 0 1

Shadows 0 1 0 0 0 1 1 1 0 0 0 1 1 1 0 1 1 1 0

Perspective 1 1 0 0 1 0 1 1 1 0 0 1 1 1 0 0 0 0 0

Occlusion 1 1 1 1 1 0 0 1 0 0 0 1 1 1 0 0 0 0 0

Shape heterogeneity  0 1 0 0 0 0 1 0 1 0 0 0 1 1 0 0 0 0 0

Texture gradient 0 1 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 0

Convergence 1 0 1 1 1 1 0 1 0 0 0 1 1 0 0 0 0 0 1

Binocular disparity 1 0 0 0 0 1 1 1 0 0 0 0 1 0 0 0 0 0 1

Volumetric image area size 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

Viewing angle 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1

3D resolution 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0

Lineature 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0

Luminance 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Contrast 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

Color depth 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Frequency of change 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

TABLE 3.  
Binocular Properties of Volume Perception

Key features Properties Description

Binocular properties of volume perception

Convergence

Eye convergence when looking at 
close objects. Can be qualitatively 

evaluated by the ordinal scale: 
normal, complex, none.

Binocular disparity

The difference between two 
images projected onto the eyes. 
Can be qualitatively evaluated 
by the ordinal scale: normal, 

complex, none.
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onto one eye retina, from the position of the corre-
sponding points. Deviation values are positive be-
cause the distance between light sources is greater 
than the distance between matching points [22].

The change in disparity depends on the perception 
of various distances to the objects. For nearby ob-
jects, there is a significant disparity between what 
is seen by each eye, whereas for remote objects, the 
disparity is of a smaller magnitude.

Optical features of a person’s visual apparatus 
and assessment of perception level do not affect 
technical characteristics of the system and image. 
However, changes performed in reverse order have 
a significant effect on optical characteristics.

To reflect inter-dependencies of described charac-
teristics in more detail, we generated an adjacency 

TABLE 5.  
Weighting Factors of the Effects Caused by Various Parameters on the Output Image

matrix (Table 4). Detected dependencies helped identi-
fying the input characteristics, taking into account the 
degree of awareness about the output characteristics.

However, the perception of a volumetric image is also 
affected by psychological and physical capabilities of 
a person. Therefore, an important aspect of devel-
oping a three-dimensional imaging method is the 
necessity to test it on different groups of recipients.

There are many experiments proving this point, in-
cluding:

1. Gregory’s visual assumption theory [23];

2. The phenomenon of binocular rivalry [24];

3. Perception of the scene essence sensu Castellano 
and Henderson [25];

Parameters
Experts Average 

factor 
value1 2 3 4 5 6 7 8 9 10

Relativity of the sizes 0.07 0.02 0.04 0.05 0.04 0.07 0.03 0.02 0.04 0.02 0.04

2D resolution 0.08 0.02 0.04 0.06 0.03 0.02 0.08 0.07 0.06 0.04 0.05

Motion parallax 0.06 0.04 0.04 0.07 0.06 0.06 0.05 0.03 0.06 0.03 0.05

Object rotation 0.06 0.04 0.06 0.03 0.03 0.04 0.02 0.04 0.05 0.13 0.05

Shadows 0.04 0.04 0.07 0.09 0.07 0.10 0.07 0.07 0.08 0.07 0.07

Perspective (forward, reverse, 
panoramic, spherical, aerial, 
perceptual)

0.12 0.08 0.10 0.11 0.1 0.1 0.10 0.10 0.1 0.09 0.1

Overlapping Objects (Occlusion) 0.05 0.1 0.07 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.03

Shape heterogeneity  0.02 0.08 0.08 0.06 0.05 0.05 0.07 0.06 0.09 0.04 0.06

Texture gradient 0.02 0.05 0.08 0.12 0.07 0.08 0.07 0.08 0.06 0.07 0.07

Convergence 0.04 0.08 0.04 0.03 0.07 0.06 0.08 0.05 0.07 0.08 0.06

Binocular disparity 0.09 0.09 0.1 0.1 0.1 0.1 0.12 0.1 0.1 0.10 0.1

Volumetric image area size 0.04 0.09 0.04 0.07 0.09 0.08 0.07 0.07 0.07 0.08 0.07

Viewing angle 0.08 0.06 0.04 0.03 0.07 0.05 0.02 0.06 0.04 0.05 0.05

3D resolution 0.07 0.06 0.05 0.04 0.02 0.03 0.01 0.03 0.02 0.07 0.04

Lineature 0.02 0.02 0.02 0.05 0.06 0.06 0.05 0.05 0.06 0.01 0.04

Luminance 0.02 0.04 0.02 0.02 0.04 0.02 0.06 0.05 0.02 0.01 0.03

Contrast 0.02 0.03 0.04 0.02 0.03 0.02 0.04 0.06 0.02 0.02 0.03

Color depth 0.06 0.04 0.02 0.02 0.04 0.04 0.04 0.04 0.04 0.06 0.04

Array of frames frequency of change 0.04 0.02 0.05 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.02

Total 1 1 1 1 1 1 1 1 1 1 1
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4. Cognitive, image-structured visual perception [26].

In addition to described factors, there are specific 
psychological factors, which are still not recognized 
by medical science. A number of ailments affecting 
the brain and visual apparatus of humans should 
also be taken into account:

1. Astigmatism;

2. Refraction;

3. Visual аgnosia.

Analysis
In order to determine the degree of influence of im-
age attributes on the final perception of volume, it is 
necessary to introduce an expert evaluation factor. 
The significance of the characteristics is described 
by weighting factors. Specificity of image percep-
tion by an individual has an effect on impartial 
evaluation. That is why it is advisable to compute 
weighting factors on the basis of expert evaluations. 
Nineteen most significant variables were selected 

for expert evaluation. The cumulative evaluation of 
characteristics shall not exceed 1.

The expert group included ten people. Based on 
evaluation results, the average values of the coef-
ficients were entered into the chart presented as 
Table 5.

Conclusion
Quality assessment of images generated by 3D dis-
plays has a subjective nature due to inherent per-
ception uniqueness of each individual observer. That 
is why the most significant effects include image 
volume, clarity and color perception.

When testing the output values by the users in terms 
of image quality assessment, it is advisable to use 
categorical evaluation scale: excellent, good, fair 
and unsatisfactory.

For adequate evaluation, a sufficiently large sam-
ple should be used, taking into account different 
physical and psychological states of participating 
subjects.

References

1. Blundell B. G., Schwarz A. J. Volumetric three-
dimensional display systems. John Wiley 
& Sons Inc (NY). 2013. 330 p. Available at:  
https://www.researchgate.net/profile/Barry_
Blundell/publication/258517040_Volumetric_
Three-Dimensional_Display_Systems_Book/
links/0046352882f99489b3000000.pdf

2. Nagano K. An Autostereoscopic Projector Array 
Optimized for 3D Facial Display. K. Nagano, A. 
Jones, et al. Debevec . SIGGRAPH 2013 Emerging 
Technologies. 2013. Available at:  
https://vgl.ict.usc.edu/Research/PicoArray/

3. An Automultiscopic Projector Array for Interactive 
Digital Humans / A. Jones, J. Unger, K. Nagano 
et al. In SIGGRAPH 2015, ACM Press, 2015. 
DOI: 10.1145/2782782.2792494

4. Klyuchikov A.V., Bolshakov A. A. Functional modeling 
of the process of constructing three-dimensional 
images based on autostereoscopic displays. Caspian 
Journal: Management and High Technologies. 

2019;2:41-59. (In Russ.) Available at:  
http://hi-tech.asu.edu.ru/?articleId=1135&lang=en

5. Bolshakov A. A., Zhelezov M. A., Lobanov V. V., 
Nikonov A.V., Sgibnev A.A. Development method 
of forming three-dimensional images for 
autostereoscopic volumetric displays. International 
Conference on Actual Problems of Electron Devices 
Engineering (APEDE). Saratov. 2014;2:461-468. 
DOI: 10.1109/APEDE.2014.6958294.

6. Bolshakov A. A., Sgibnev A. A. Selection and 
implementation of a hardware-software complex 
for displaying an array of images in a volume 
visualization stand. Bulletin of the Saratov State 
Technical University. 2015;2:332-336. (In Russ.)

7. Bolshakov A. A. , Sgibnev A. A., Zhelezov M. A., 
Melnikov A. V. Development of a three-dimensional 
display for solving visualization and scheduling 
problems. Automation in Industry=Avtomatizatsiya v 
promyshlennosti. 2016;7:31-34. (In Russ.)

https://www.researchgate.net/profile/Barry_Blundell/publication/258517040_Volumetric_Three-Dimensional_Display_Systems_Book/links/0046352882f99489b3000000.pdf
https://www.researchgate.net/profile/Barry_Blundell/publication/258517040_Volumetric_Three-Dimensional_Display_Systems_Book/links/0046352882f99489b3000000.pdf
https://www.researchgate.net/profile/Barry_Blundell/publication/258517040_Volumetric_Three-Dimensional_Display_Systems_Book/links/0046352882f99489b3000000.pdf
https://www.researchgate.net/profile/Barry_Blundell/publication/258517040_Volumetric_Three-Dimensional_Display_Systems_Book/links/0046352882f99489b3000000.pdf
https://www.researchgate.net/deref/http%3A%2F%2Fdx.doi.org%2F10.1145%2F2782782.2792494
http://hi-tech.asu.edu.ru/?articleId=1135&lang=en


VOLUME 1 | NUMBER 2 | JULY 2020

85

ELECTRONICS

8. Bolshakov A. A., Sgibnev A. A., Veshneva I. 
& Grepechuk Yu. N., Klyuchikov A. V. The system 
analysis of human-machine inter action in the 
formation of volumetric images in volumetric 
displays on the basis of status functions. Bulletin 
of the Saint Petersburg State Institute of Technology 
(Technical University). 2017;(40):102-110. 
DOI: 10.15217/issn1998984-9.2017.40.102

9. Bolshakov A. A., Nikonov A. V., Sgibnev A. A. A 
combined mathematical model of the eye with 
accommodation based on the Liou-Brennan 
and Navarro models. Modern high technology. 
2017;11:14-19. Available at:   
https://top-technologies.ru/pdf/2017/11/36838.pdf 
(In Russ.)

10. Klyuchikov A. V., Bolshakov A. A., Grepechuk Yu. N. 
Software for mathematical modeling of reflection 
from a parabolic mirror in a three-dimensional 
plane. Certificate on state registration of a computer 
program No. 2018617651; declared 05/10/2018; zareg. 
06/27/2018

11. Klyuchikov A. V., Bolshakov A. A., Grepechuk Yu. N. 
Software for mathematical modeling of tracing 
the passage of a light beam through a lens. 
Certificate on state registration of a computer 
program No. 2018617652; declared 05/10/2018; 
zareg. 06/22/2018

12. Bolshakov A. A., Grepechuk Yu. N., Klyuchikov A. V., 
Sgibnev A. A. A Model of the Optical System of the 
Interdisp Display. International Conference on Actual 
Problems of Electron Devices Engineering, APEDE. 
2018; 63-70. DOI:10.1109/APEDE.2018.8542354

13. Klyuchikov A. V., Bolshakov A. A. Construction 
of functional models of the process of creating a 
three-dimensional image based on autostereoscopic 
displays. Mathematical Methods in Engineering and 
Technology - MMTT-32. Sat. Proceedings of the XXXII 
Int. scientific conf. SPb. 2019;(5):122-126. (In Russ.) 

14. Gogel W. С. The visual perception of size and 
distance. Vision Rcs. 1963;(3):101-120. Available at: 
https://studylib.net/doc/8255046/gogel--1963--
the-visual-perception-of-size-and-distance

15. Schifman Kh.R. Psychology of sensations, a glossary 
to the book. 2004. 924 p.

16. Oxford Dictionary of Psychology . Editor. A. Reber. M. 
Publ. Veche. 2002

17. Nikulin E.A. Computer graphics. Models and 
algorithms of St. Petersburg. Publ. House Lan’. 
2017.708 p. 

18. Rauschenbach B.V. Perspective systems in the visual 
arts. M. Publ. Nauka. 1986. 254 p. (In Russ.)

19. Samigulova E. Kh. Studying an aerial perspective 
in an art school. Sections: MHC and Fine Arts 2016. 
(In Russ.) Available at:  
https://urok.1sept.ru/статьи/659623/

20. Hubel D. Eye, brain, vision. M. Publ. World. 1990. 
239 p. (In Russ.) Available at:  
https://www.libfox.ru/301777-devid-hyubel-glaz-
mozg-zrenie.html

21. Hubel D. H. Binocular Convergence – Eye, Brain, 
Vision, Genre: Science, Edition: 1990. 203 p. 
Available at: http://en.bookfi.net/book/461980

22. Khatsevich T. N. Medical optical devices. 
Physiological optics. Novosibirsk. Publ. SSGA, 2010. 
135 p. (In Russ.)

23. Falikman M., Spiridonova V. Kognitivnaya 
psikhologiya: Istoriya i sovremennost’ (Cognitive 
Psychology: History and Modernity), M., 2011. 383 p. 
(In Russ.)

24. Korzhuk N. L., Mukhina E. S., Scheglova M. V. 
Development of medical diagnostic equipment 
and instruments Software for New Medical 
Technologies. Bulletin of New Medical Technologies. 
2006;13(3):153-155. (In Russ.). Available at:  
http://medtsu.tula.ru/VNMT/Bulletin/2006/06B3.pdf

25. 5 psychological studies on the perception of 
visual information [Electronic resource]: https://
lpgenerator.ru/blog/2015/12/18/5-psihologicheskih-
issledovanij-po-vospriyatiyu-vizualnoj-informacii/ 
(accessed 17.06.2020) (In Russ.)

26. Antipov V. N., Fazlyyakhmatov M. G. Evaluation 
model of the conditions for the formation of 
volumetric visual perception of flat images. Siberian 
journal of psychology. 2018;67:149-171 (In Russ.)  
DOI: 10.17223/17267080/67/11

https://top-technologies.ru/pdf/2017/11/36838.pdf
https://studylib.net/doc/8255046/gogel--1963--the-visual-perception-of-size-and-distance
https://studylib.net/doc/8255046/gogel--1963--the-visual-perception-of-size-and-distance
https://urok.1sept.ru/%D1%81%D1%82%D0%B0%D1%82%D1%8C%D0%B8/659623/
https://www.libfox.ru/301777-devid-hyubel-glaz-mozg-zrenie.html
https://www.libfox.ru/301777-devid-hyubel-glaz-mozg-zrenie.html
http://en.bookfi.net/book/461980
http://medtsu.tula.ru/VNMT/Bulletin/2006/06B3.pdf
https://lpgenerator.ru/blog/2015/12/18/5-psihologicheskih-issledovanij-po-vospriyatiyu-vizualnoj-informacii/
https://lpgenerator.ru/blog/2015/12/18/5-psihologicheskih-issledovanij-po-vospriyatiyu-vizualnoj-informacii/
https://lpgenerator.ru/blog/2015/12/18/5-psihologicheskih-issledovanij-po-vospriyatiyu-vizualnoj-informacii/

